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The Problem



Matching Projects to Systems

1. Many diverse users and projects

2. Many diverse systems and characteristics

3. Researchers aren’t familiar with the system

4. Research Computing isn’t involved with the
project

5. Communication is through ticketing system



A Diverse Institute

1. Over 400 researchers

2. Data science, machine learning, AI

3. Grand challenges

3.1 Defence and national security
3.2 Environment and sustainability
3.3 Transformation of health

4. Digital society and policy



Core Capabilities

1. Research software engineering capability
Growing our core research software engineering
capability to continue to contribute skills in research
software engineering and data science in support of
national priorities.

2. Open-source infrastructure
Expanding our work in the development and provision
of open-source infrastructure that is accessible to all.









Our Approach



Our Approach

Four-pronged approach
1. Knowledge base and training

2. Structured onboarding

3. Trial access

4. Embedding in projects



Knowledge Base and Training

1. Walkthroughs

2. Periodic training

3. Developing benchmarking results



Walkthroughs

1. Most available systems have excellent docs

2. System-specific, but can’t possibly cover all
tools

3. The Turing has a narrower focus

4. Different tools have (mostly) excellent docs

5. But rarely HPC-specific (let alone
system-specific)



System-Tooling Matrix

Tool JADE2 Baskerville COSMA8 Azure
PyTorch ✓ ✓ ✓

Lightning ✓ ✓ ✓

E Fabric
Deepspeed ✓ ✓ ✓

FSDP ✓ ✓ ✓

Tensor Parallel
MPI ✓ ✓ ✓

oneCCL
Accelerate
AzureML ✗ ✗ ✗ ✓



Periodic Training

1. Annual training from the Baskerville Team

2. Bespoke in-house training

3. Knowledge-sharing tech-talks and reading groups



Developing Benchmarking Results

Benchmarking different HPC systems
1. Tasks relevant for AI workloads

2. Develop walkthroughs in parallel

Help users and projects select appropriate systems
1. Hard to compare based on individual systems’ websites

2. Different systems have quite different characteristics for different workloads

3. Will give some results later



Structured Onboarding

Flowchart processes
1. Modelled on a successful internal allocation flowchart

2. Built around a set of Intranet pages

3. Originally a wall of text

Ticketing system
1. Works okay but introduces project ping-pong

2. Want to avoid by providing more accessible material up-front

Backed up with drop-in sessions





Flowchart Processes

1. Developed separate user-facing flowchart

2. Plan to develop into an interactive flow

3. Plus drop-in sessions





Trial Access

All Turing users can request trial access
1. Minimal justification

2. Restricted to 400 GPU hours

3. Aimed at helping scope and specify requirements

4. Production systems

Can be converted to full subscriptions



Benchmarking



HPC Benchmarking

1. Explore real-world training performance

2. Use PyTorch Lightning for multi-GPU strategies
https://github.com/Lightning-Universe/lightning-GPT

3. Focus on GPT-2 (minGPT)

Model Hidden
layers

Attention
heads

Embedding
dim

Parameters
(M)

16 bit Size
(MB)

GPT2 12 12 768 85.21 170.51
GPT2-M 24 16 1024 302.51 605.16
GPT2-L 36 20 1280 708.64 1417.45
GPT2-XL 48 25 1600 1475.87 2951.96
GPT2-XXL 60 30 1920 2656.08 5312.43
GPT2-XXXL 84 40 2560 6609.33 12219.00

https://github.com/Lightning-Universe/lightning-GPT


HPC Systems

Service Name Type Accelerator GB Interface Launched
JADE 2 J-V100-32 GPU Nvidia V100 32 SXM2 06-2017
Baskerville B-A100-40 GPU Nvidia A100 40 SXM4 06-2020
Baskerville B-A100-80 GPU Nvidia A100 80 SXM4 06-2020
Stanage S-H100-80 GPU Nvidia H100 80 PCIe 4.0 03-2023
COSMA8 C-MI100-32 GPU AMD MI100 32 PCIe 4.0 11-2020
COSMA8 C-MI210-64 GPU AMD MI210 64 PCIe 4.0 03-2022
Graphcore IPU-POD 16 IPU IPU-M2000 14.4 RoCEv2 03-2021
Dawn D-MX1550-128 GPU Intel Max 1550 128 PCIe 5.0 03-2023



HPC Peak Performance on Paper (TFLOPs)

Service Name GB FP16 BF16 FP32 FP64
JADE 2 J-V100-32 32 31.33 N/A 15.7 7.8
Baskerville B-A100-40 40 312 312 19.5 9.7
Baskerville B-A100-80 80 312 312 19.5 9.7
Stanage S-H100-80 80 1513 1513 51 26
COSMA8 C-MI100-32 32 184.6 92.3 23.1 11.5
COSMA8 C-MI210-64 64 181 181 22.6 22.6
Graphcore IPU-POD 16 14.4 3994 N/A 998 N/A
Dawn D-MX1550-128 128 52.43 832 52.43 52.43



Strategies

1. Distributed Data Parallel

2. DeepSpeed ZeRO

3. Fully Sharded Data Parallel

4. Pipelined Execution

5. Sharded Execution



Single Accelerator Comparison
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Single Accelerator Comparison



Single Accelerator Comparison - Observations

1. Nvidia H100 80 GB is the fastest GPU, theoretically and actually

2. Performance gap between H100, A100, Max 1550 not as large as expected

3. Depends on peak performance and precision

4. Difference between 16 and 32 bit less significant for smaller models, except for V100

5. Increased model size significantly increases training time

6. Doubling batch size does not significantly improve training time

7. GPT2-M and a batch size of 128 too large for 40 GB



Scaling Up and Out with DDP



Scaling Up and Out with DDP



Scaling Up and Out with DDP



Scaling Up and Out with DDP



Scaling Up and Out with DDP - Observations

1. Scaling between 1 and 16 GPUs marginally sub-linear

2. Batch size 64 to 128 decreases training time by 15%.

3. Batch size 64 to 256 reduces training time by 22%

4. Batch size 64 to 32 increases training time by 31%

5. Batch size 64 to 16 increases training time by 137%

6. Fixed model size, limiting performance factor is batch size and GPU memory

7. Doubling batch size increases peak memory usage by a factor of 1.5

8. Peak memory usage did not significantly change between 1 to 16 GPUs



Conclusions



Conclusions - Benchmarks

1. BFLOAT16 peak performance better indicator for AI workloads than FP16 or FP32

2. Tensor Core on A100 enables mixed-precision training, better for AI workloads

3. MI100 32 GB and MI210 64 GB potentially more suitable for traditional HPC tasks

4. FSDP faster than DeepSpeed, but DeepSpeed Stage 3 more memory-efficient for
largest models

5. Largest trainable model using DeepSpeed and FSDP is GPT2-XXXL

6. Balanced consideration of memory and time is needed especially for larger models



Conclusions - Process

1. Understanding HPC trade-offs is difficult for researchers

2. We use four approaches to try to help

2.1 Knowledge base and training
2.2 Structured onboarding
2.3 Trial access
2.4 Embedding in projects

3. These are all still work-in-progress
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